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Overview & Motivation
The LHC Data Challenge

• The Large Hadron Collider (LHC) produces hundreds of 
petabytes of data annually from proton–proton collisions.
• Even after filtering out 99% of uninteresting events, the 
experiments still generate ~200 PB per year that must be stored 
and analyzed.
• CERN alone can provide only about 20% of the required 
computing and storage capacity, so global collaboration is 
essential.

What is WLCG?
• The Worldwide LHC Computing Grid (WLCG) is a distributed 
computing infrastructure linking 170+ sites across 42 countries.
• It combines ~1.4 million CPU cores and 1.5 exabytes of 
storage, enabling near real-time access to LHC data for over 
12,000 physicists worldwide.
• WLCG runs over 2 million tasks per day, with global transfer 
rates exceeding 260 GB/s

Why It Matters
• Without WLCG, analyzing the LHC’s unprecedented data 
volumes would be impossible.
• The grid ensures that discoveries like the Higgs boson and 
future physics breakthroughs are supported by robust, scalable 
computing.

Short history of WLCG in Romania
• One of the oldest groups of Tier-2s on the Grid, 

joined as early as 2005: NIHAM, ISS, NIPNE and 
UPB

• Decades of growth, operational experience and 
innovation
○ Fast adoption of new technologies

• Long history of collaboration with ALICE, ATLAS and 
LHCb
○ Romanian Federation is the 4th largest 

contributor of computing resources for the 
ALICE experiment



Project Objectives
Main Goal:
Strengthen RO-LCG’s integration into the WLCG infrastructure by improving service quality for ALICE, ATLAS, 
and LHCb, and supporting the computational strategy for Run 4.

Specific Objectives:
• O1. Maintain Tier-2 Contribution:
    Fulfill MoU commitments and sustain RO-LCG’s role as a medium-size Tier-2 site.
• O2. Improve Efficiency:
   Enhance technical and financial performance through better service reliability, optimized resource 
management, and coordinated human resources.
• O3. Deepen WLCG Integration:
   Align with WLCG strategic directions and expand collaboration for HL-LHC readiness.
• O4. Adopt New Technologies:
   Develop and implement advanced computing paradigms and software tools, both in-house and with 
CERN.
• O5. Build Human Capacity:
   Recruit, train, and retain a stable pool of qualified specialists for grid operations and development.
• O6. Increase Visibility:
    Promote RO-LCG achievements through outreach, strategic partnerships, and engagement with RDI 
communities and funding bodies.



Technical Architecture
Infrastructure Overview
• Federated Tier-2 Sites: 

RO-13-ISS (P1), RO-14-ITIM (P2), 
RO-16-UAIC (P3), RO-03-UPB (P4), 
RO-07-NIPNE (CO)
Integrated into WLCG, supporting ALICE, 
ATLAS, and LHCb

• Middleware & OS Stack:
•Rocky Linux 9, Alma Linux 8, OpenStack 
2025.1
• EGI middleware, ARC, HT-Condor 
• EOS upgraded to Diopside 5.3.15 with 
QuarkDB
•JAliEn middleware with TTL-based 
adaptive scheduling

Personnel Summary / Total: 4.53 FTE



Technical Architecture
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Technical Architecture P1 - ISS
Compute resources:
● 1384 cores (2768 threads)
● 4.5 GB RAM/thread

Storage resources:
● EOS cluster

○ redundant 3x manager nodes
● 6 PiB storage (over 25 Gbps connected 17 nodes)

Network resources:
● 100 Gbps upstream, local 25 Gbps network

http://alimonitor.cern.ch
/

- High computing contribution/cost ratio
- Over 1.73M done jobs in last year
- 82.19 % jobs efficiency (cpu time/wall time) over last 
year
- 98.6% availability and success ratio of our storages
- 65 PB data transfer in the last year, 91% storage space 
occupied
- Storage capacity (6 PB) will increase until the end of 
this year with another 1.2 PB

GRID purchases in 2025 and future upgrades
● Storage capacity upgrade (auction ongoing)

 - 3 x 4U storage servers, each server with 600 TB storage 
capacity and  2 x 25 Gbps network connection

- for 2026  we plan to purchase a new computing and storage server 



Technical Architecture P2 - ITIM

Compute resources:
● 79 computing nodes / 1580 cores
● 2 GB/core and 4 GB/core
● 1 TB/node  storage
Network resources:
● 100 Gbps upstream to RoEduNet

- Over 1.62M done jobs in 2025
- Over 3.5M hours CPU time over this year



Technical Architecture P3 - UAIC



Technical Architecture P4 - UPB



Technical Architecture CO – IFIN-HH (RO-07-NIPNE / DFCTI + DFPE)
 RO-07-NIPNE part of RO-LCG Federation – member in WLCG 

collaboration

 Computing resources dedicated to 3 LHC VOs: ALICE, ATLAS, 
LHCb

 Storage resources dedicated to 3 LHC VOs: ALICE, ATLAS, 
LHCb(EOS+dCache)

 2 different resource managers: HTCondor fair-share policies

 Single core and multicore queues (ALICE and ATLAS - 8core)

  Ansible for upgrades 

 Top-BDII, VOBOX and VOMS (eli-np.eu,ronbio,etc)

 dCache storage used for Romanian ATLAS diskless sites

 100Gbps uplink network

 2 locations DFCTI: “computing room” and “storage room” with 
100Gbps link interconnectivity  + 1 location DFPE Data Center: 
40 / 100Gbps  links to DFCTI Data Center

• ~7000 CPU( ~1000 CPU belongs to ATLAS
Bucharest Group / DFPE)
• Blade + ”pizza boxes”16, 20, 32 cores/server

Upcoming
Network
• Upgrade IFIN-HH back-up connection to

100Gbps 
Storage
• New storage equipment to be installed



Achievements & Metrics in 2025
WLCG Storage Space Accounting
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Collaboration & Impact
International & National Collaboration
• Integration with WLCG:

RO-LCG Federation fully embedded in the Worldwide LHC Computing Grid, supporting ALICE, ATLAS, and 
LHCb.

• Partnerships:
Active collaboration with CERN, NGI_RO Operations Centre, and Romanian NREN (RoEduNet/ARNIEC) for 
networking and security.
Engagement with major IT industry partners (Cisco, Dell, NVIDIA, Lenovo, HPE, Oracle, Supermicro).

• Educational Outreach:
• Courses at Technical University of Cluj Napoca (Grid & Cloud computing).
• Outreach in high schools (Cluj, Magurele, Bucharest).
• Events: Researchers’ Night (Magurele, Bucharest), student program “Different School: Know more, be 
better!”.
• UPB teaching >100 Master students annually in parallel/distributed systems and Grid security.

Visibility & Impact
• Strengthened Romania’s role in HL-LHC computing strategy.
• Dissemination through workshops, CERN collaborations, peer-reviewed publications, and technical reports.
• Enhanced national and international recognition of Romanian contributions to large-scale scientific 
computing.



Challenges & Solutions
Key Challenges

• Infrastructure Bottlenecks
• Growing data volumes from Run 3 and HL-LHC preparations
• Need for scalable storage and compute resources

• Middleware & Technology Updates
• Continuous upgrades (EOS, QuarkDB, JAliEn, OS migrations) 
require stability and compatibility
• Transition to IPv6 and containerized deployments

• Resource & Financial Constraints
• Balancing pledged capacity with available funding
• Procurement delays and cost optimization needs

• Human Resources
• Recruitment and retention of skilled specialists
• Avoiding fragmentation across sites and teams

• Visibility & Outreach
• Ensuring Romania’s contributions are recognized 
internationally
• Expanding training and dissemination activities

Solutions Implemented

• Infrastructure Scaling
• Expanded disk storage to ~19 PB for ALICE (Tier-2 leader)
• Delivered 135M CPU hours (6th globally among Tier-2s)
• Upgrading network links ( IFIN-HH will upgrade until end of the 
year the backup link to RoEduNet from 10 Gbps to 100 Gbps)

• Technology Integration
• EOS upgraded with QuarkDB synchronization for faster, stable 
storage
• TTL-based adaptive scheduling algorithms deployed in JAliEn
• IPv6 support and OpenStack 2025.1 virtualization upgrades

• Resource Optimization
• Collaboration via Steering Committee for efficient procurement 
and cost control
• Benchmarking with HEPScore to align with WLCG standards

• Human Capacity Building
• Training programs at universities (Cluj, UPB) and outreach in 
schools
• 100 Master students annually exposed to Grid/Cloud 
technologies

• Visibility Enhancement
• Active participation in CERN workshops, WLCG meetings, and 
international collaborations
• Outreach events (Researchers’ Night, “Different School”) and 
industry partnerships (Cisco, Dell, NVIDIA, Lenovo, HPE)



Future Outlook - Expected Outcomes for 2026 

•  Stable and optimized operation of the RO-LCG infrastructure at or above 
pledged capacity levels. 

• Successful commissioning and benchmarking of new resources.
 
• Enhanced software tools and technology adoption for ALICE and related VOs.
 
• Increased international visibility through scientific publications and 

presentations.
 
• Continued training and capacity development of technical personnel. 

• Full compliance with the WLCG MoU and 2026 SLA commitments.
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